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At the beginning of a new semester, due to the limited understanding of the new courses, it is difficult for students to make
predictive choices about the courses of the current semester. In order to help students solve this problem, this paper proposed
a hybrid prediction model based on deep learning and collaborative filtering. The proposed model can automatically generate
personalized suggestions about courses in the next semester to assist students in course selection. The two important tasks of
this study are course recommendation and student ranking prediction. First, we use a user-based collaborative filtering model
to give a list of recommended courses by calculating the similarity between users. Then, for the courses in the list, we use a
hybrid prediction model to predict the student’s performance in each course, that is, ranking prediction. Finally, we will give a
list of courses that the student is good at or not good at according to the predicted ranking of the courses. Our method is
evaluated on students’ data from two departments of our university. Through experiments, we compared the hybrid prediction
model with other nonhybrid models and confirmed the good effect of our model. By using our model, students can refer to the
different recommendation lists given and choose courses that they may be interested in and good at. The proposed method

can be widely applied in Internet of Things and industrial vocational learning systems.

1. Introduction

The Internet of Things (IoT) is a huge network formed by
combining all kinds of information sensing devices and net-
works to realize the interconnection of people, machines,
and things anytime and anywhere. The rapid development
of IoT has brought massive data support to machine learning,
and the combination of IoT and deep learning methods will be
the general trend in the future.

So far, there has been a lot of research on this. Huang et al.
used a deep learning algorithm instead of manually monitoring
the wearing of a safety helmet onsite [1]. Jiang et al. obtained
semantic information of the scene by using the improved
Faster-RCNN model [2]. Liao et al. used the improved SSD
to carry out occlusion gesture recognition, realizing the interac-
tion between machine and nature [3]. Gao et al. distinguish
human left and right hands through deep convolution and

feature extraction and also realize hand positioning and detec-
tion [4, 5]. In addition to these, the combination of IoT and
deep learning can also help improve the efficiency of education
systems. Mobile devices can collect data of students, and deep
learning methods can be used to predict and explain students’
progress and achievements. Deep learning can also be used
for personalized recommendation modules to recommend
more relevant content to educators. In this paper, we have car-
ried out a thorough and detailed study on the last point.

In higher education, students will have many courses,
including the required courses arranged by the university or
the department and the elective courses that students can
choose based on their needs. Reasonable choices of elective
courses and being well-prepared for the courses of the coming
semester can help a student to learn more and have better
results. When choosing the elective courses, the university or
the department will provide many choices for students, but
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before studying these courses, students’ understanding of
these courses is limited, so it is hard for them to decide by
themselves which courses are suitable for them. Our method
combines deep learning methods and traditional methods to
predict students’ performances and interests based on history
data. This method will provide each student several lists of
courses which include the list of elective courses which match
students’ interests and which the student might be good at, the
list of elective courses which match the students’ interests and
which the student might not be good at, and the lists of
required courses which the student might be good at and
which the student might not be good at.

Student performance prediction is always a major concern
in the education domain. Many machine learning algorithms
have been applied to predict students’ performance in previous
studies, like support vector machine [6], decision tree [7], linear
regression [8], and random forest [9]. With the development of
deep learning, many deep learning algorithms have achieved
better performances than traditional machine learning algo-
rithms on many different domains. Two domains that are most
influenced by deep learning methods are computer vision [10]
and natural language processing [11]. Basing on a large amount
of image data and their associated labels, convolutional neural
networks [12] can be trained to extract meaningful feature vec-
tors from images, and these feature vectors can be further used
for many different tasks, like classification [13] and object
detection [14]. Basing on a large amount of text data, by deep
learning algorithms, we can train a word embedding model,
which projects each word into a vector in the latent space.
The distance between different vectors in this latent space mea-
sures the semantic similarity between words. In both of these
two domains, by using deep learning algorithms, the original
data is transformed into latent representation (original input
is projected to a vector in the latent space), which can be further
used for other missions. So, it is important to study the applica-
tion of deep learning algorithms in the education domain to see
whether we can obtain the latent vectors of students and the
latent vectors of courses basing on history data, which can mea-
sure the semantic similarity between students and between
courses, respectively.

Experiments with different train/test data split modes
show that the Course2Student algorithm can improve the
accuracy of students’ ranking prediction. Another reason
for which we propose this new algorithm is to improve the
interpretability of the model. When using models like neural
collaborative filtering [15], each student and each course are
associated with a latent vector, but the physical meanings of
values in the latent vector of student and the latent vector, of
course, are hard to explain. On the contrary, by using the
Course2Student algorithm, even though the exact meanings
of the obtained latent vectors are still hard to know, we can
know the contribution of each associated course when pre-
dicting the ranking of a student on a new course, which
can make us have more understanding of how the prediction
result is made. On the other hand, some previous studies
about student performance prediction only concentrate on
one or several related courses [16], and the inputs of models
are usually fixed, so to apply these methods to our scenario,
multiple models with different inputs must be trained [17].
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Moreover, our Course2Student is more flexible, and predic-
tions can always be made no matter which courses a student
has learned. And we only need one course embedding model
for the prediction of all courses.

This study also compares the Course2Student algorithm
with the nonparametric algorithm: user-based collaborative
filtering [18]. To compare these algorithms, we also use differ-
ent train/test data split modes. Experiment results show that
Course2Student is better than user-based collaborative filtering
on these data. To further improve the accuracy and reliability
of the prediction result, we use the hybrid prediction method
by combining the prediction result of Course2Student and
the prediction result of user-based collaborative filtering [19].
Experiment results show that the hybrid prediction method
can achieve higher accuracy than the single prediction method
by selecting the prediction results with high confidence.

Most of course recommendation algorithms in the previ-
ous studies are commonly used recommendation algorithms,
which can also be used in other domains like movie recom-
mendation and product recommendation, and which are
mainly based on collaborative filtering methods [20]. For the
ranking prediction problem, Liu et al. proposed an improved
probabilistic latent semantic analysis model (PLSA) [21] and
a KNN-based optimal acceptance loss function Eigenrank
[22]. Markus et al. proposed a model based on CofiRank-
maximum margin matrix factorization (MMMF) technique
[23]. Yue et al. proposed a model xCLiMF to optimize the
ranking learning evaluation index MRR [24].

The main idea of collaborative filtering is to find the sim-
ilarities between users or items and the relations between
users and items, basing on the interaction history between
users and items. These similarities and relations mainly
describe the user’s interests and the item’s properties. In
the course recommendation task, people should consider
whether the course will match the student’s interests and
consider whether the student will be good at this course. In
our course recommendation algorithm, we first select some
courses that match students’ interests by using a user-
based collaborative filtering algorithm. Using the ranking
prediction algorithm discussed above, the final recommen-
dation lists are obtained, which not only consider students’
interests but also consider their predicted performances.

The rest of this paper is organized as follows: Section 2
discusses related work, followed by the models for energy-
efficient optimization and makespan optimization designed
in Section 3. The improved clonal selection algorithm for
resource allocation is discussed in Section 4. Section 5 shows
the simulation experimental results, and Section 6 concludes
the paper with summary and future research directions.

2. Related Works

This section will talk about some existing works that are
most related to our works, including neural networks [25],
collaborative filtering, and neural network-based collabora-
tive filtering [26].

2.1. Neural Networks. Neural networks are firstly inspired by
neural science, and their initial objective is to simulate how
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information transfers in the human brain. Neural networks
consist of many connections and nodes. Information runs
through these connections and nodes. In fact, most of the
neural networks used in today’s field of research can be
regarded as a collection of many linear functions and non-
linear activation functions; for example, logistic regression
can be regarded as an example of the simplest neural net-
works, which consists of one linear function and one nonlin-
ear activation function (sigmoid).

Neural networks can also be regarded as a collection of
many layers. These layers can be classified into three groups:
input layer, hidden layer, and output layer. Information
transfers through neural networks with a fixed direction.
Neural networks can be used as an automatic solution for
many tasks. Taking the classification problem as an example,
after the original image being fed into neural networks,
based on the characteristic of the input image, different neu-
rons will be activated in different layers; outputs of deeper
layers have more information for the classification mission.
Normally, the number of neurons in the output layer is the
same as the number of categories. The output value of each
neuron in the output layer describes the predicted probabil-
ity of the associated category.

In order to obtain a neural network for a specific task, we
need to use data to train the neural network. When training
a neural network, we need to provide the input and the out-
put of the neural network, and the weights are optimized by
the back propagation algorithm [27]. In fact, the main objec-
tive of a neural network is to simulate a function. Normally,
this function is complicated, and it cannot be constructed by
human analysis. However, it can be simulated by neural net-
works when given the input and output data.

Some previous works have used neural networks to pre-
dict student performance. In a very early study [28], neural
networks are used to predict academic success in MBA pro-
grams. In this work, neural networks are compared with four
other prediction methods: least square regression [29],
stepwise regression, discriminate analysis [30], and logistic
regression [31]. The object of this study is to help make
the decision to accept students into the MBA program. In
[32], an intelligent tutoring system based on neural networks
is proposed. In order to provide an appropriate problem for
a student, a neural network is trained at first to predict the
number of errors that the student might make on a certain
set of problems. Then, based on the prediction result, a suit-
able problem is decided for the student. Lykourentzou et al.
used the students’ prediction problem in an e-learning sce-
nario [33]. The final grades are estimated based on the data
collected before the middle of the course by a neural
network-based model. Then, based on the predicted level
of performance, students are clustered into two groups,
and each group will be provided with suitable educational
materials. One similar work [34] uses a neural network-
based model to learn the interaction between students and
courses to predict student performance.

2.2. Collaborative Filtering. The collaborative filtering algo-
rithm [20] is the most used algorithm in the studies of
recommendation system, and it has already been used in

some real-life applications [35]. It was first introduced to
recommend electronic documents to users [36]. The data,
on which the collaborative filtering algorithm can be applied,
can normally be represented by an interaction matrix which
describes the interaction between the users and the items. In
this interaction matrix, each row presents a user and each
column presents an item; the values in this matrix presents
the interaction between the related user and the related item.
This interaction matrix is always sparse because many inter-
actions between users and items are unknown. The main
task of the collaborative filtering algorithm is to predict the
unknown interactions basing on the existing interactions
and, basing on the prediction results, make recommenda-
tions for users. In fact, the collaborative filtering algorithm
is a collection of many algorithms. Most of today’s collabo-
rative filtering algorithms can be classified into two groups:
similarity-based algorithm and latent factor algorithm.

There are two kinds of similarity-based algorithms: item-
based collaborative filtering [20] and user-based collabora-
tive filtering [37]. A similarity-based algorithm is a very
intuitive algorithm, and it is mainly based on the similarities
between users or the similarities between items. The similar-
ities between users can be obtained by calculating the simi-
larities between rows in the interaction matrix, since each
row presents the interaction between the current user and
all the items. Similarly, the similarities between items can
be obtained by calculating the similarities between columns
in the interaction matrix. A user-based collaborative filtering
algorithm can be presented by

V= Z WYy (1)

ieneighbors(a)

Here, we want to predict the interaction between user a
and item j. The prediction is based on the interactions
between item j and some users similar to user a. In this
equation, w; is proportional to the similarity between user
I and current user a, which means that the users who are
more similar to current user a will have more contribution
on the prediction result.

The latent factor algorithm is an improvement of the
content-based algorithm [38]. In the latent factor algorithm,
we suppose that each user and each item have a latent repre-
sentation. These latent representations can be used to describe
the interaction between users and items. The recommendation
is based on the similarity between the user’s latent vector and
the item’s latent vector. Different from a content-based algo-
rithm where the features of users and items are decided by
human experts, in the latent factor algorithm, the latent vec-
tors depend on history interactions between users and items
and the interaction function, which measures the similarity
between two latent vectors. One example of a latent factor
algorithm is the matrix factorization method [35], as shown
in equation (2). Here, the interaction between a user and an
item is represented by the inner product of the user’s latent
vector and the item’s latent vector. Many studies have focused
on how to improve the latent representation and how to
improve the interaction function:



v i=vliv, (2)

where v, ; is the interaction between a user and an item, v, the

user’s latent vector and v, the item’s latent vector.

Some previous works have applied a collaborative filter-
ing algorithm to the course recommendation problem. In
[39], collaborative filtering is combined with the Artificial
Immune System. Students are first placed into several clus-
ters using the Artificial Immune System clustering approach
to calculate the affinities between different students in a
training data pool. Then, collaborative filtering is applied
to the data cluster to predict the rating for the course. In
[40], collaborative filtering is combined with students’ online
learning style. Basing on their online learning styles, stu-
dents are first clustered by the k-means algorithm. Then,
item-based collaborative filtering algorithms and user-
based collaborative filtering algorithms are applied to each
cluster. In [41], a matrix factorization-based method is pro-
posed to predict students’ feedback ratings on courses. This
work targets three problems: potential lack of rating data
from students to courses, imbalance of the user-item matrix,
and dependencies between courses.

There are also some works which use the collaborative
filtering algorithm for students’ performance prediction. In
[42], both user-based collaborative filtering algorithms and
item-based collaborative algorithms predict students” grades
on elective courses. The objective of this work is to recom-
mend elective courses for each student on which the student
might have higher grades. Their experiments prove that the
performances of user-based collaborative filtering algorithms
and item-based collaborative filtering algorithms are similar
in their data. The idea of this study is similar to the idea of
our work. In a more recent work [43], a novel cross-user-
domain collaborative filtering algorithm is designed to accu-
rately predict the score of the optional course for each student
by using the course score distribution of the most similar
senior students and recommend the top ¢ optional courses
with the highest scores without time conflict. The difference
is that, in our work, we consider not only the predicted perfor-
mances of the student but also their interests in these courses.
Based on this work’s results, we also use a user-based collabo-
rative filtering algorithm as one of our baseline methods for
student performance prediction.

2.3. Neural Network-Based Collaborative Filtering. In fact,
the neural network-based collaborative filtering algorithm
[22] is a kind of latent factor algorithm, and it is also a pop-
ular direction of research in recent years [44]. The advan-
tages of the neural network-based collaborative filtering
algorithm is that its interaction function is based on neural
networks which can be learned from the data, while in the
previous algorithms, the interaction function is decided by
a human, so if the chosen interaction function is not suitable
for the current dataset, then the algorithm’s performance
will decrease. One of the most important neural network-
based collaborative filtering works is neural collaborative
filtering [22]. In this algorithm, each user and each item have
two latent vectors. When calculating the interaction between
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the user’s latent vectors and the item’s latent vectors, the first
result is obtained by the element-wise product between the
first latent vector of the user and the first latent vector of
the item. To get the second result, the second latent vector
of the user and the second latent vector of the item are
concatenated and used as input of a neural network, and
the output of this neural network gives us the second result.
The first and the second results are then concatenated, and
another neural network is applied to this concatenated
vector to get the final prediction of the interaction between
the user and the item. The reason for using two latent
vectors is that in this way, the interaction function can have
both linear and nonlinear parts.

Few works have used neural collaborative filtering to
predict the interactions between students and courses. In
most recent works, Sun et al. used a multitask learning strat-
egy to improve the neural collaborative filtering method and
use it to predict student performance, and [45] used the
instructor’s identity as another input of the neural collabora-
tive filtering model. The main idea of all these recent similar
works is to use a neural network to the latent factor collabo-
rative filtering method. Different from these works, in our
work, we combine neural collaborative filtering with tradi-
tional similar-based collaborative filtering methods in order
to make the prediction process more reasonable. And since
neural collaborative filtering is the most used one in the pre-
vious works, we use it as one baseline method.

3. Course Recommendation Method

Our overall model is shown in Figure 1. It is mainly divided
into two parts, namely, course recommendation and student
ranking prediction. In the third and fourth sections, we will
introduce the model design of these two parts, respectively.
The user-based collaborative filtering method is used to
predict the elective courses which might match students’
interests. The final recommendation list is a combination
of the prediction of students’ interests and the prediction
of students’ performance. The method for the prediction of
students’ performance is discussed in the previous section.
In the prediction scenario of students’ interest, we suppose
that the students are from different years, noted as Y,,Y,,
Y, (Y, <Y,<---<Y,,). A student of year Y, means that
the student begins his (her) study at university at year Y.
To make recommendation for a target student of year Y
and for courses in semester g, there are two steps: selection
of similar students and selection of recommended courses.
The final output of the model is three lists. List 1 is the
list of recommended courses that the student might be good
at; lists 2 and 3 are the lists of recommended courses and
required courses that the student might not be good at. Y;
S,, is the Top-m most similar student from year Y,. Y,S,,
sim is the similarity between YS,, and the target student.
Y;S§;Cy represents a course learned by Y;S; but is not learned

by the target student.

3.1. Selection of Students. Basing on the previous selected
courses of the first ¢ — 1 semesters, we select N, most similar
students from the students of each previous year
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FIGURE 1: Visualization of the system model.

(Y,,Y,, -+, Y, ;). The method to calculate the similarity is
presented at the end of this part. These selected students are
presented by set {Y;S;, i € [1, k — 1], j € [1, N, } which is named
as the set of similar students. Meanwhile, each student in the set
of similar student has a value of similarity compared to the target
student; these values of similarities are presented by the set {Y;
S;sim, i€ [1,k—1],j€[1,Ny|} in which Y;S;sim presents the
similarity between student Y;S; and the target student.

3.2. Selection of Recommended Courses. After obtaining the
set of similar students, for each student in this set, we select
the courses which he (she) has learned in the first g semes-
ters and which the target student has not learned in the first
q— 1 semesters. These courses are presented by set {Y,S;C,
i€l k—1],j€[1, Ny, t €[1,Y;S;N]} in which Y;§;N pres-
ent the number of courses which student Y;S; has learned
and the target student has not learned. In fact, in this set,

different elements may be associated with the same course.
This set is named the set of preselected courses. Then, we
calculate the weight of recommendation of each course that
appears in the set of preselected courses as shown in equa-
tion (3). In this equation, if course,,, is the same as Y;S§;
C,> then the function I(course,,, = Y;S;C,) will return to
1; otherwise, it will return to 0. The weight of recommenda-
tion describes quantitatively whether the course should be
recommended, and this value can be used to sort the top
N recommendation list:

name

weight . (course , .) = ZZZ Y, S;sim * I (course,, e = YiSth).
it
(3)

In the next part, the method to calculate the similarity
between courses and the method to measure the importance



of course are presented, in which the importance of course is an
important indicator when calculating the similarity between
courses.

3.3. Measure the Importance of Courses. Breese et al. pro-
posed in [46]: similar ratings on some popular items do
not represent a good indication that the two users have sim-
ilar preferences, and similar ratings on niche items are more
meaningful for reference.

The same idea can be used to optimize our model: The
influences of different courses on the description of students’
personality are different. The courses which are chosen by
fewer students can better describe their personalities. The
courses which are chosen by most of the students are usually
some necessary courses for their major, and so these courses
cannot describe students’ personalities. Basing on this idea,
we use equation (4) to measure the importance of the course.
Therefore, we will reduce the weight of popular courses and
increase the weight of minority courses. Here, N, presents
the total number of students in the current department and
N ouree Presents the number of students who have chosen the
current course:

N total ) ( 4)

course

weight(course) =

3.4. Measure the Similarity between Students. According to
our method, the similarity between student S; and student
§; is the similarity between the set of courses learned by
student S;: {C;;} and the set of courses learned by student
S;: {Cjx}. The method is shown in

.  Lee[c,)n{c,, ) Weight(c)
(8-5)) = T e ufc, ) Weight(c)

()

4. Ranking Prediction Method

There are many ways to describe a student’s performance on a
course. Two mainly used ways are students’ score and ranking.
A student’s score can be influenced by many factors. Different
courses may have different means and variances. The same
course may also use different ways for evaluation on different
semesters. Also, the score is uncertain. Even though the
observed score is a fixed number, the ground truth score could
be a distribution. On the contrary, students’ ranking is a better
choice for prediction. Firstly, the ranking will not be influ-
enced by the mean and the variance of scores. Secondly, rank-
ing can be used as an indicator that can directly describe
whether the student is good at this course or not. Meanwhile,
to better decrease the influence of uncertainty on the predic-
tion results, we regroup the students into two categories. The
first category contains students whose rankings are under
50%. The second category contains the students whose rank-
ings are above 50%. In this way, the uncertainty of the score
can only influence the students whose rankings are near 50%.

4.1. Course2Student. Our proposed method is named as
Course2Student since our main idea is to use the character-
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istic of the previous courses and the associated performances
to describe the characteristic of the student. Before introduc-
ing our method, we will first make a summary of the existing
methods for students” performance prediction.

Most of the methods for student performance prediction
can be regarded as a function. The inputs of the function are
some indicators of students which are correlated with stu-
dents’ performance. The output is the students’ predicted
performance. These methods can be divided into two types:
parametric method and nonparametric method. For the
nonparametric method, a rule is proposed. Basing on this
rule and the inputs of the prediction model, the correlated
information is selected from the data, and then, they are
used to predict the final result. Some commonly used non-
parametric methods include K-nearest neighborhood and
collaborative filtering [20]. For parametric methods, there
will be some parameters in the model, and the data optimize
these parameters. We can consider that the nonparametric
model directly takes data as memories and the parametric
model first learn something from the data and then forget
about the original data.

Course2Student is a parametric method. It is based on
neural collaborative filtering and linear regression. Linear
regression is one of the earliest methods used for students’ per-
formance prediction [47], and even in recent years, it is still a
commonly used method [48]. Equation (6) is an example of
linear regression, in which S presents the student’s performance
which we want to predict, X; presents one indicator of students
which can be used to predict the student’s performance, and w;
presents the associated weight of indicator X;. In previous
works, many indicators have been studied for the prediction
of student performance [48] Generally, the most correlated
indicators to students’ performance prediction are the students’
performances on his (her) previous courses. So, in our work, we
choose students’ performances on his (her) previous courses as
indicators for performance prediction:

S= Zwin" (6)

One advantage of linear regression is that based on the
weights associated with each indicator, we can easily under-
stand the importance of each indicator on the prediction result.
One disadvantage of linear regression is that, after training, the
model can only be used in the current mission, which means
that it can only be used to predict the performance of one
course. In a real-life application, we need to predict the results
of many courses, so we have to train separately many indepen-
dent linear regression models. Also, since the weights are corre-
lated with the indicators, if one indicator in a model is changed,
then we have to train a new model. To solve the above prob-
lems, one possible solution is to reuse the weights, as shown
in equation (7). Since in our method the rankings of new
courses are predicted by previous courses’ rankings, we use X
to present both the prediction results and the indicators. In
equation (7), X; presents the ranking of the current student

on course j, w; ; describes the influence of course i on the rank-
ing prediction of course j, or we can say that it describes the
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similarity between course i and course j on the ranking predic-
tion problem. Set A presents the set of courses that the current
student has learned. By this method, after obtaining all the
weights in {w,;}, given one student and one course, the stu-
dent’s ranking on that course can be predicted basing on his
(her) rankings of previous courses:

X;=Yw, X, (7)

i€cA

The above solution makes the prediction model more flex-
ible, and it still could be further improved. By this method, sup-
posing that there are N courses, then {w;;} will have N
parameters (supposing that the similarity between two courses
is not symmetric which means that w ; is not necessarily equal

to w;; when i # j). But in fact most of the weights in {w; ;} are

not 1ndependent, so it is not necessary to have N 2 parameters.
For example, if the ranking of course k only depends on the
ranking of course i as X; = w;; X;, and the ranking of course j
only depends on the ranking of course i as X; = w; ;X;, then

when predicting the ranking of course k basing on the ranking
of course j, we will have X; =w); X = w;/w; ;X ;, which means
that w;; =w;/w; ; these three parameters are not indepen-
dent. In order to further improve the prediction method, we
propose a new method as shown in equation (8), which is
our proposed Course2Student method. In this equation,
embedding(-) is a function which projects the identity of the
course to the latent vector of the course. sim(-) is a function
basing on neural networks which measures the similarity
between two latent vectors of courses in ranking prediction
problems:

X;= Zsim(embedding(z’), embedding(/))X;. (8)

icA

The function embedding(-) has MN parameters where M
presents the length of the latent vector of the course. Since
there are relatively many courses M < N, this method has
fewer parameters compared with the previously discussed
method. Besides, this method can keep the transitivity of sim-
ilarity, which means that if course i is similar to course j and
course j is similar to course k, then by using the Course2Stu-
dent method, we can obtain that course i is also similar to
course k, which is logical. The idea of using neural networks
to measure the similarity comes mainly from the work of neu-
ral collaborative filtering. Since it is hard for human to choose
the best way of the measure of similarity basing on the given
data, it is better to use neural networks to learn a measure of
similarity directly from the data. The Course2Student method
is also illustrated in Figure 2.

4.2. Selection of Correlated Courses. In our prediction sce-
nario, normally, a student will have a lot of previous courses;
it will take a lot of time if we use all these previous courses to
train the Course2Student model. So, before training the
Course2Student model, for each target course for prediction,
N, most correlated courses are selected. The correlation
between two courses is calculated by Pearson’s correlation

coefficient, as shown in equation (9), in which the correlation
between course x and course y is calculated. In this equation, n
presents the number of students who have learned both course
x and course y, and x; and y, present, respectively, the score on
course x and the score on course y of the i student who has
learned both course x and course y. Considering that some
courses might have very few learners, in that case, Pearson’s
correlation coefficient may not be able to describe the correla-
tion between these courses properly. Therefore, when calculat-
ing the correlation, if the number of students who have
learned both courses is under 30, then the correlation between
these two courses is considered 0:

Z (x _x (yt ) (9)

¢z -2\ 20 -)

4.3. Hybrid Prediction Method. Considering that different pre-
diction results have different uncertainties, but one determinist
prediction model can only give one result, basing on this result,
it is hard to measure the uncertainty of this prediction. In order
to better estimate the uncertainty of prediction and filter out the
uncertain prediction results to improve the overall accuracy, we
use a hybrid prediction method by combining Course2Student
and a user-based collaborative filtering method.

We choose these two methods because Course2Student is
a parametric method and user-based collaborative filtering is a
nonparametric method, so these two methods will have very
different decision boundaries. If these methods give the same
prediction result, then we consider that this prediction result
has high confidence. In the hybrid prediction method, we only
consider the result which has high confidence as an available
prediction result. Basing on this hybrid method, we can divide
each course list (list of required courses or list of courses that
the student might like) into two sublists. The first sublist is
the list of courses that the student might be good at (available
ranking prediction result is in top 50%), and the second sublist
is the list of courses that the student might not be good at
(available ranking prediction result is not in 50%).

The user-based collaborative filtering method for rank-
ing prediction is shown in equation (10). In order to predict
the ranking of student a on course j which is presented by
X, j» we first select a set of students who are most similar
to student a and who have also learned course j, then use
their rankings on course j and their similarities with student
a to predict X, ;. Function sim(i,a) measures the similarity

between two students, C(i) presents the set of courses which
student i has learned, and card (A) presents the number of
elements in set A:

X= )

ieneighbors(a)

correlation(x, y

sim(i, a)Xi,j,

1

X,;) 1card (C(i) N C(a))
(10)

sim(i, a) =

ZjeC(i)nC(a) (Xi,j -
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FIGURE 2: Course2Student ranking prediction method.
TaBLE 1: Recommendation results. TaBLE 2: Train/test data split options.
Method User-based collaborative filtering ver Con}ll%l;ts;ssgﬁi?e and Data Data Data
Department Computer science i i i
P P 2015 2016 2017 2018 split1  split2  split 3
Year 2016 2017
Semester 5 7 8 5 !
Recall 2
N=10 0.1164 0.1421 0.1392 0.1711 3
4 1 Train
N=20 0.1674 0.196 0.2187 0.3061 .
5 2 . Train
N =30 0.2179 0.2342 0.2888 0.3809 6 3 Train
Precision Semester 7 4 1
N=10 0.0269 0.0484 0.0329 0.0432 8 5 2
N =20 0.0182 0.0324 0.0262 0.0365 9 6 3
N=30 0.0161 0.0258 0.0233 0.0303 10 7 4 Test
Department Honors college 1 8 > Test Test
Year 2016 2017 2 9 ¢
Semester 5 7 8 5
Recall semester of autumn, the semester of spring, and the semester
N=10 0.539 0.4637 0.3977 0.4667 of summer. The semester of summer is a short semester, and
N =20 0.6288 0.553 0.5208 0.5289 onlyl a part of the stuéents will take this semester. So before
obtaining the bachelor’s degree, a student will have totally 12
N =30 0.6741 0.5912 0.5775 0.568 semesters. Until these data are collected, we get data of 12
Precision semesters for the students 2015, 9 semesters for the students
N=10 0.2957 0.3657 0.2862 0.2796 2016, 6 semesters for the students 2017, and 3 semesters for
N =20 0.1755 02234 0.1885 0.1598 Fhe sFudents 2018. In or'der to protect stu(.lents privacy, the
identity of each student is replaced by a unique string. In the
N=30 0.1374 0.1634 0.1404 0.1155

5. Experiment

In order to evaluate our methods, we collect our own dataset.
This dataset contains students of years 2015, 2016, 2017, and
2018 from the department of computer science and honors col-
lege at our university. The data of the department of computer
science contains 844 students and 715 courses. The data of
honors college contains 977 students and 1457 courses.
According to the education system of our university, a bache-
lor’s degree takes 4 years. Each year has three semesters, the

original data, there is no information about whether the course
is required or elective. On the other hand, as the students from
different years might have different required course lists, for
now, we have not got all the required course lists for all stu-
dents. In order to know whether a course is an elective course
or not, we check the number of students who have learned
the course. If more than half of the students have learned the
course, then the course will be treated as a required course.
Otherwise, it will be treated as an elective course.

5.1. Advice on Equation Results of Course Recommendation.
In this part of the experiments, we make a recommendation
for the courses of semesters 5, 7, and 8 of the students of year
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TaBLE 3: Prediction results of student ranking.

Method

Department

Option Accuracy

Computer science

Neural collaborative filtering [26]

Honors college

1 0.6765
0.6458
0.6391
0.7025
0.7055
0.6895

W D= W N

Computer science

User-based collaborative filtering

Honors college

0.6751
0.6581
0.6609
0.7116
0.7214
0.6949

W N = W N

Computer science

Course2Student

Honors college

0.6938
0.6635
0.6616
0.7208
0.7250
0.7088

W NN = W N =

2016 and for the courses of semester 5 of the students of year
2017. The reason why we choose these semesters is that
there are relatively more elective courses, so it is better for
the evaluation of recommendation methods. The recom-
mendation lists are generated based on the previous choices
of courses. We use recall and precision to evaluate the rec-
ommendation results, and different lengths of recommenda-
tion lists are used: 10, 20, and 30. Table 1 shows the results
by using the user-based collaborative filtering method. Here,
we are more interested in the results of recalls because in this
mission, we want that the recommendation list can contain
all the courses that the student might choose and at the same
time provide some courses that the student has not noticed
but may catch his (her) interests.

Precision is also used since it is commonly used to evaluate
the recommendation results. We can see that the results on
honors college are much better than the results on the depart-
ment of computer science. It may be caused by the fact that the
students from the honors college will choose their options at
the end of the second year, so from their choices of elective
courses, we can see some personal characteristics. From this
point of view, we can see that this recommendation method
is more suitable for the recommendation scenarios where stu-
dents have more elective courses to choose from and where
students have their own options to choose from. Considering
the values of recall, the average value of recalls of semester 5
of the students from the honors college of year 2016 is above
0.5 even though N = 10, which is a result that could prove that
the current method can be used in real life. In future work, we
will pay more attention on the departments which education
systems are similar to the education system of the honors
college and explore new recommendation methods for the
departments in which students have relatively fewer elective

TABLE 4: Prediction results of student ranking by hybrid method.

Method Department Option  Accuracy  Coverage
1 0.7213 0.8219
Computer science 2 0.7109 0.7775
Hybrid 3 0.7155 0.7478
1 0.7585 0.8344
Honors college 2 0.7618 0.8551
3 0.7459 0.8225

courses. For example, we can combine natural language pro-
cessing methods or knowledge graph [42] to add some prior
knowledge about the courses.

5.2. Results of Ranking Prediction. In order to make our exper-
iments more similar to the real prediction scenarios, we use
the time node to separate the training and testing data. For
example, for the students of year 2018, in order to get the rank-
ing prediction after the second semester, we only use the data
which can be collected before the beginning of the second
semester. To better evaluate the generalization of our methods,
we use three different time nodes to separate the training and
testing data; for a student of year 2016, it is the time nodes
before 8th, 7th, and 5th semesters. The details about the train-
ing/testing data split are shown in Table 2. In the second and
third data split options, since all the data of students of year
2018 are in the testing data, we only consider the data of
students of years 2015, 2016, and 2017.

We treat the students’ ranking prediction problem as a
binary classification problem. The rankings which are in the
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TABLE 5: Prediction results of student ranking.
Method Department Option Ranking improvement Improvement percentage
1 0.1677 0.7894
Computer science 2 0.1011 0.7739
3 0.1537 0.7672
Hybrid
1 0.2138 0.7468
Honors college 2 0.2307 0.7318
3 0.2405 0.7864

Department of computer science

Honors college
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Ficure 3: Distribution of ranking improvement.

first 50% are regarded as the first category, and the rankings
which are not in the first 50% are regarded as the second
category. In order to evaluate our proposed Course2Student
method, its performance is compared with the performances
of two other methods: neural collaborative filtering and user-
based collaborative filtering, which are the two most used
methods for similar problems. The accuracy of the testing data
is used to evaluate the performance of each method. Table 3
shows the results.

For classification model f and test data set D with size ,

accuracy is defined as

n

Accuracy(f ; D) = %Z( f(x;) = label,).

i=1

(11)

We bold the highest accuracy of each data split option.
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Results show that our method achieves the highest accura-
cies on all data and all training/testing split options.

To further improve the accuracy and the confidence of
prediction results, we use the hybrid method. The prediction
results of user-based collaborative filtering and Course2Student
are combined. Only the same prediction results are regarded as
available prediction results and used. The other results are
regarded as results with high uncertainties. Table 4 shows the
results of the hybrid method, which includes the accuracies
and the percentages of the available results. We can see that
the hybrid method can indeed further improve prediction accu-
racy, which means that this estimation of uncertainty is logical.

5.3. Results of Ranking Prediction. To evaluate whether this
method can improve students” ranking, based on the results
of the hybrid prediction method, we separate the list of elective
courses into two sublists for each student in the testing data.
The first sublist contains the courses which have a predicted
ranking in the first 50%, and the second sublist contains the
courses which have a predicted ranking not in the first 50%.
For each student, we use the difference between the mean of
the real rankings of the courses in the first sublist and the
second sublist to describe the ranking improvement of that
student by only choosing the elective courses that the student
is predicted to be good at. Here, we use 0 and 1 to present the
ranking. 1 means that it is in the top 50%, and 0 means that it
is not in the top 50%. The ranking improvement is described
by the mean of ranking improvements of all associated stu-
dents. Table 5 shows the results. We can see that under differ-
ent training and testing split options, there are always over
70% of students whose rankings are improved according to
this method of evaluation. Figure 3 presents the details about
the distribution of ranking improvement. One point that
needs to be discussed is that now we only use the history data
to evaluate our methods, but when these methods are applied
in a real-life situation, will the result of the student be changed
when he (she) knows the predicted result? In our future stud-
ies and applications, we will concentrate on this point.

5.4. Advantages of the Proposed Method. Our proposed
method has four major advantages.

Firstly, the framework of the proposed ranking predic-
tion method is based on the traditional method so that it
can always have acceptable prediction results; on the con-
trary, when using the end-to-end machine learning methods,
like the ones used in previous works, sometimes we could get
some extremely abnormal result; for example, the predicted
value can be out of the interval of possible results.

Secondly, the proposed ranking prediction method makes
it possible for us to know the influences of each historical
course on the ranking prediction of the target course, which
can help us understand how the prediction result is made
and as a result has a better vision of the resulting model.
And this vision and understanding of the model can help us
debug the model during the training process much easier com-
pared with an end-to-end model.

Thirdly, as the recommended courses are firstly selected
according to the students’ preference and then reordered by
the ranking prediction result, all the recommended courses
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are acceptable considering the student’s interest. Some pre-
vious works use the performance prediction results directly
to recommend courses, and in that way, some recommended
results may be totally irrelevant to students’ future plans.

Fourthly, when recommending courses only based on
the performance prediction result, we need to predict stu-
dents’ performance on each course in the database, which
is an extremely time-consuming process. In our method, it
is only necessary to predict the performance of the student
on the courses in the preselected list (selected by students’
preference) which takes much less time.

6. Conclusions

In this work, we propose a new method that can automatically
generate personal advice about courses in the next semester.
Particularly, we explore the application of deep learning
methods on students” ranking prediction problem and pro-
pose a new method that combines neural networks with tradi-
tional methods. The results of experiments prove that our
methods can indeed recommend courses for students that
can match their interests, and students have a high possibility
to improve their average rankings when they choose the elec-
tive courses which, according to the prediction result, they
might be good at. For now, our studies are mainly based on
the existing data. In future work, we will concentrate more
on the changes in students’ behaviors when they know the
prediction results. For example, students will change their
learning strategies and achieve higher scores when they have
known that they might not be good at certain courses. The
relevant machine learning methods and course recommenda-
tion methods mentioned in this paper can be widely applied in
IOT and industrial vocational learning systems. So in our next
steps, we will work with the associated departments and try to
apply our methods to a real-life system.
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